A study memo on jordan normal form of
matricies

Proposition 1. Let
(S1) m e NU[2,00)

(A1) fi,..., fm don’t have common divisor.

then there are hy, ..., hy, € C[X] such that
Elihifi =1 (1)

Case when m = 2. When X deg(f;) = 0, deg(f1) = deg(fz) = 1. In this
case, the the claim in this Proposition holds. We assume the claim in this
Proposition holds when X7, deg(f;) < K. We can assume deg(f1) > 0 There is
q,r € C[X] such that f; = qf2 +r and deg(r) < deg(f1) By the assumption of
our mathematical induction, there are hy, ho € C[X] such that hir + hofs = 1.

Because 7 = qfs — f1, —hifi + (¢ + h2) f2 = 1. O
Case when m > 2. We assume the claim in this Proposition holds when m = K.
Let us set ¢ is a maximum diviser of fi,..., fx and g; := & (i=12.,K).

K3
Clearly, g1, ..., gm don’t have common divisor and fx 41 and ¢ don’t have com-
mon divisor. By the assumption of mathematical induction,
there are hq,...,hi, hiy1,s € C[X] such that

2K higi=1 (2)

and
sq+hxiifxs =1 (3)

Then SK  h; f; = q. Consequently,

S shifi + hiyifrpr =1 (4)

Theorem 1. Let
(§1) A€ M(n,C)



then the followings hold.
(i) There is P € GL(n,C) and oy, ...,ax € C such that

@)
J(OéK)

Here, for each i, there are ji, ..., jn, such that

J1 (OZZ) O O
J(Ozz) _ O Jz(ai) O
o Jni (Olz)
and Ji(«;) is a jg-th square matriz

(673 1 O
O (67 1 O
@] (67 1
0] Q4

We call Ji(o;) is a Jordan block.

(ii) If o # o (for any i # j), A is diagonalizable.

(iii) For any Wi and Wy such that Wi and Wy are Ji(o;)-invariant
subspaces and C¥ = W1 ® Wy, W1 = C¥ or Wy = CV.

STEP1. Ezistence of the minimal polynomial of A. Because E, A, A%, ..., A" are
linearly dependent, there are ag, as, ..., a, such that

s jai Al =0 (5)

So there is a ¢4 € C[X] such that
deg(pa) = min{deg(p)|p € C[X] and p(A) = 0} (6)
O

STEP2. Decomposition of C" into generalized eigenspaces. By fundamental the-
orem of algebra, there are distinct aq,...,ax € C

pa(e) =TI, (2 — o)™ (7)
We set f; € C[X] by fi(x) := m (1 =1,2,...,K). By Proposition(),

then there are hq, ..., by, € C[X] such that

K hi(A)f;(A) =E (8)



We set W, ; = {x € C"|(A— ;E)z =0} and W; := W, ,,, (j =1,2,...,m;)
For any = € C", x = XX  h;(A) fi(A)z. For each i, h;(A)fi(A)z € W;. So

Cc = Zz‘K:1Wi (9)
O

STEP3. Showing W; , N W;; = {0} (i # j). We assume k =1 = 1. Let us fix
arbitary « € W;1 N W;1. Because 0 = Az — Az = oy — oz = (04 — o)z,
z =0. So W;1 NnW,1 = {0} (i # j). Nextly we assume if £+ < K then
Wi N W;; = {0} (i # j). Let us fix arbitary ¢, 7, k, [ such that ¢ # j. Let us
fix arbitary xo € Wi, N W,,;. Weset s: C" 5 x +— [2] € C"/W7 1. Because
AWy, C Wha, A C" /W11 3 [z] — [Ax] € C" /W ;1 is well-definied and linear.
We set W:Z-,k = fls(Wzk) and Wi’l = AS(WH) We can assume k > 1. Clearly
Wik C {[z] € Wix|(A—a;)*[z] = 0}. So by the assumption of mathematical
induction, W, , N W;,; = {0}. This implies that W; , N W;; C W; ;. Similarly,
Wi,k N Wj,l C Wj,1. So Wz‘,k N WjJ C Wi,l N W‘71 = {O} ]

STEP/. Showing SX,W; = X, W,. By STEP3, ¥2_, W, = &?_,W,. We as-
sume if K < Ky then X5, W, = &%, W,. We will show if K = K + 1 then
YK W; = @&, W,. By the assumption of mathematicalinduction,

SR Wi /Wigs1 = B Wi /Wiey11 (10)

Let us fix arbitary w; € W; (i = 1,2,..., Ko + 1) such that Ef(:ol‘”'lwi = 0. By
(10), w; € W; N WK0+1 (Z =1, ...,K()). By STEP3, w; =0 (Z = 1,...,K0). So
WK = 0. O

STEPS. Constructing a basis of W;. Let us fix ¢. There is v < m; such that
Wiva1 SWi =W,

If v =1, then we take a basis of W; 1 = W;. If v > 1, there are wy, ..., w,, such
that {w; + Wi,vﬂ};”:l is a basis of W; ,/W; ,_1. Clearly Awy,..., Ajw,, are
containd in W; ,_. Here,
Ai = A-— OéiE
We will show {Awy}k=1. . j=0,. -1 are linear independent. Let us fix
any {agwk}kzlwyrw j=0,....u—1 C C such that

r, v—1

E E ak’jAgwk =0

k=1 j=0

Then
Ty T, v—1
_ J

E ak,owk——§ § k5 A; W
k=1 k=1j=1



Because the right side is contained in W;,_; and {w; + Wi,v,l};”zl are linear
independent,

ak.0 = 0 (Vk‘)
So,
ry, v—1
-
> > ak 1Al wg =0
k=1j=0
This implies that
Ty r, v—1 r, v—1
j _ J
S akawe+ Y Y arjAlwe =Y > a1 Alwg € Wiy
k=1 k=1 j=1 k=1 j=0
” —1 y . . .
Because ;") >277) ak j+1 47wy, is contained in Wi, 1,
Tv
E ap 1wy € Wi 1
k=1

Because {w; + W; ,—1}}%, are linear independent,
ag1 =0 (Vk)
Hereafter, by repeating this discussion,
ai,; =0 (Vk,j)

We set '
Uik = <{Aiwk}j:o,...,u_1>

Clearly U, , is A-invariant and the representation matrix of A respects to {AZ Wk }j=0,....v—1
is the Jordan block whose order is v.

We set .
Vii=) Uik
k=1

Because V; is A-invariant,
AW )Visw+V; = Aw+V; € WiV,
is well-defined and linear. Because {w; + Wz‘,u—l};”zl is a spanning set of
Wi /Wi —1, for any w e W, ,,,
w+ W, 1€Vi+W;

So,
Ai”_lw eV
This implies R
(A —aE)" =0
By applying the above argument to A;, A; is broken into Jordan blocks whose
order is less than v with respect to some basis. O



STEP6. Showing (i). (i) implies (ii). O
STEP7. Showing (i1i). We set M := j, and J := Ji(o;) and « := «; and
Jo = J — ak. There are wy; € Wp and w2 € Wy sucht that

€1 = w11 + w12

Because
Jael =0

and W is J,-invariant and W, is J,-invariant,
Ja’le = Jawl’z =0
and the kernel of .J, is Cey, there are a; and as such that
Wi1,1 = G1€1, W12 = A2€]

If a; =0, then as = 1 and Ce; C Ws. If a; # 0, then Ce; C W;. By replacing
W1 by Ws, we can assume Ce; C W;p. There are wy; € Wi and wa 2 € Wa
sucht that

€2 = Wa 1 + W22

Because J,es = eq,
e1 = Jowa,1 + Jowa 2

Because Ce; C W,

JQ’LUQQ =0
So,
Wa2 € WonCe; = {0}
This implies es € Wy. By repeating this argument, eq, es, ...,epr C Wi O

Proposition 2. We succeed notations in Theorem1. Let us assume
fal@) =T (x — ;)™

Then
dZle =Ny

Proof. By the proof of Theoreml, the order of J(«a;) is dimW;. So,
Fa =TG5 fray = I (@ = ag) T

So,

By Theoreml, it is easy to show the following famous theorem.

Theorem 2 (Cayley-Hamilton theorem). Let



(S1) A€ M(n,C).
(52) fa is the characteristic polynomial.

then
fa(A)=0 (11)

Proof. We will show this theorem by mathematical induction. If n = 1, then
this theorem holds. Because fp-14p = fa for any P € GL(n,C), by Theoreml,
we can assume A is an upper triangle matrix.

fa(A)
= H?:l(A — o E)
(A — alE)H?:Z(A — OézE)

0 =z n
(0 X) HiZQ(A — OéiE)

For any a1, a2, A and by, bs, B there is ¢y, co such that
ap a2 bi by _([a C2
0 A 0 B/ \0 AB
So, there are dy, ds such that
n X _ dl d2
I (A — o E) = (0 O)

This implies

-3 5) (3 %) -0
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