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1 General topics on random variables

By the definition of independence, the following clearly holds.

Proposition 1.1. Let

(S1) (§i,S, Pi) (i = 1, 2, ..., N) is a sequence of probability spaces.

(S2) (Ω,F , P ) is the probability spaces which is direct product of (§i,S, Pi) (i = 1, 2, ..., N)

(S3) Xi is a random variable on Si (i = 1, 2, ..., N).

(S3) We set Yi := Xi ◦ πi (i = 1, 2, ..., N).

then Y1, ..., YN is a sequence of independent random variables.

The following clearly holds.

Proposition 1.2. Let P is probability measure on (Ω := N ∪ {0}, 2Ω). Then idΩ is random variable on
Ω and idΩ ∼ P .

By Fubini’s theorem(see [5]), the following two propositions clearly holds.

Proposition 1.3 (Marginal distribution). Let

(S1) (Ωi,Fi, Pi) is a probability spaces (i = 1, 2).

(A1) P1 × P2 has a density function fP1,P2.

Then for almost everywhere x ∈ R, fP1,P2(x, ·) is measurable and

fP1(x) :=

∫
R
fP1,P2(x, y)dP2(y)

exists and fP1 is measurable and ∫
R
fP1(x)dP1(x) = 1

Proposition 1.4 (Conditional probability density function). Let

(S1) (Ωi,Fi, Pi) is a probability spaces (i = 1, 2).

(A1) P1 × P2 has a density function fX,Y .

(S2) x ∈ R such that fX,Y (x, ·) is measurable and fX(x) > 0.

(S3) Set

fP2|P1(x)(y) :=
fP1,P2(x, y)

fP1(x)
(y ∈ R)

We call fP2|P1(x) the conditional probability density function of P2 given the occurrence
of the value x of P1.

Then ∫
R
fP2|P1(x)(y)dP2(y) = 1

The following definitions are based on [6].

Definition 1.1 (Probability model, True distribution, Prior probability). Let
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(A1) Q is a probability borel measure on RN and Q has the density function q. We call q a
true distribution.

(S1) W is a Borel set of Rd.

(A2) Φ is a probability borel measure on W Φ has the density function ϕ. We call ϕ a prior
probability.

(A3) Q× Φ has the densition function p.

(S2) set p(·1|·2) by for w ∈ W such that pQ(w) > 0

p(x|w) := p(x|Φ(w)) (x ∈ R)

We call p(·1|·2) the a probability model. Or, we denote p(·1|·2) by p(x|w).

2 Probability generating function

Definition 2.1 (Probability generating function). Let

(S1) (Ω = N ∪ 0, 2Ω, P ) is a probability space.

then we set

GP (z) :=
∞∑
i=0

P (i)zi (z ∈ C) (1)

Proposition 2.1. The followings hold.

(i) Radius of convergence of GP (z) is not less than 1.

(ii) If GP = GP ′ then P = P ′.

(iii) If Y is a random variable on any probability space such that Y ∼ P then GP (z) = E(zY )
for any z ∈ D(0, 1) .

(iii) If Y1, Y2 is a random variable on any probability space such that Y1, Y2 are independent
then GPY1+Y2

= GPY1
GPY2

.

proof of (i). Because 0 ≤ P ≤ 1, (i) holds.

proof of (ii). By (i) and definition of GP and G′
P , (ii) holds.

proof of (iii). Let us fix any z ∈ D(0, 1). For any N ∈ N,

E(zY ) =
N∑
i=0

∫
{Y=i}

zY dQ+

∫
{Y >N}

zY dQ

=
N∑
i=0

P (i)zi +

∫
{Y >N}

zY dQ (2)

So

|E(zY )−
N∑
i=0

P (i)zi| ≤ |
∫
Y >N

zY dQ| ≤ Q({Y > N}) (3)

Consequently (iii) holds.

proof of (iv). It is enough to show (iv) by (iii).
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3 Bernoulli distribution

Definition 3.1 (Bernoulli distribution). We call a probability distribution P on {0, 1} the Bernoulli
distribution if for some p ∈ [0, 1] P ({1}) = p and P ({0}) = 1− p.

Proposition 3.1 (Expectation and Variance of Bernoulli distribution). Let us assumel a probability
distribution P on {0, 1} is the Bernoulli distribution with P ({1}) = p.

(i) E(P ) = p

(ii) V (P ) = p(1− p),

(i). It is trivial.

(i). V (P ) =

∫
{0,1}

x2dP − E(P )2 =

∫
{0,1}

xdP − p2 = p− p2 = p(1− p)

4 Binomial distribution

Definition 4.1 (Binomial distribution). For some p ∈ [0, 1] and n ∈ N we call a probability distribution
B(n, p) on {0, 1, ..., n} the Binomial distribution if B(n, p)({i}) = nCipi(1− p)(n− i) (i = 0, 1, ..., n).

Clearly the following holds.

Proposition 4.1. Let

(S1) (Ω,F , P ) is a probability space.

(S2) {Xi}ni=1 be independent random variables.

(A1) The distribution of Xi is the Bernoulli distribution B with B({1}) = p (∀i).

then the distribution of Σn
i=1Xi is B(n, p).

By Proposition Proposition1.2 and Proposition1.1, Random variables like the one above exist.
E(B(2, p)) = 1 · 2C1p(1−p)+2 · 2C2p

2 = 2p+0 ·p2 = 2p. EB(2,p)(x
2) = 2p+22p2−2p2. E(B(3, p)) =

1 · 3C1p(1− p)2 + 2 · 3C2p
2(1− p) + 3p3 = 3p+ 0 · p2 + 0 · p3 = 3p. EB(3,p)(x

2) = 3p+ 33p2 − 3p2 + 0 ◦ p3.
We can extend these fact to the following lemma and the following proposition.

Lemma 4.1.

(i) Σl
k=1klCk(−1)k = 0 (∀l ≥ 2).

(ii) Σl
k=1k

2
lCk(−1)k = 0 (∀l ≥ 3).

(i). L(x) := (1− x)l = Σl
k=1lCk(−1)k(−1)kxk.

L′(x) = l(1− x)l−1 = Σl
k=1klCk(−1)k(−1)kxk−1.

So, if l ≥ 2, then

0 = L′(1)

= Σl
k=1klCk(−1)k(−1)k (4)
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(ii). L(x) := (1− x)l = Σl
k=1lCk(−1)k(−1)kxk.

L′′(x) = l(1− x)l−1 = Σl
k=1k(k − 1)lCk(−1)k(−1)kxk−2.

So, if l ≥ 3, then

0 = L′′(1)

= Σl
k=1k(k − 1)lCk(−1)k(−1)k

= Σl
k=1k

2
lCk(−1)k(−1)k − Σl

k=1klCk(−1)k(−1)k (5)

By (i), Σl
k=1klCk(−1)k(−1)k = 0. So Σl

k=1k
2
lCk(−1)k(−1)k = 0.

Proposition 4.2 (Expectation and Variance of Binomial distribution).

(i) E(B(n, p)) = np

(ii) V (B(n, p)) = np(1− p)

proof1 of (i). Let us take {Xi}{i = 1, 2., , , , n} in Proposition4.1. E(B(n, p)) = E(Σn
i=1Xi) = Σn

i=1E(Xi) =
np

proof1 of (ii). Let us take {Xi}{i = 1, 2., , , , n} in Proposition4.1. V (B(n, p)) = Σn
i=1V (Xi) = np(1 −

p)

proof2 of (i).

E(B(n, p)) =
n∑

k=1

knCkp
k(1− p)n−k

=
l∑

k=1

knCkp
k

n−k∑
i=0

n−kCi(−1)ipi

=
n∑

l=1

∑
k=1,2...,l, i=0,1,...,n−k, k+i=l

knCkp
k
n−kCi(−1)ipi

=
n∑

l=1

pl
∑

k=1,2...,l, i=0,1,...,n−k, k+i=l

knCkn−kCi(−1)i

=
n∑

l=1

pl
l∑

k=1

knCk · n−kCl−k(−1)l−k

=
n∑

l=1

(−1)lpl
l∑

k=1

knCk · n−kCl−k(−1)k

=
n∑

l=1

(−1)lpl
l∑

k=1

k
nPl

k!(l − k)!
(−1)k

=
n∑

l=1

(−1)lpl
l∑

k=1

k
nCl · l!

k!(l − k)!
(−1)k

=
n∑

l=1

(−1)lplnCl

l∑
k=1

k
l!

k!(l − k)!
(−1)k

=
n∑

l=1

(−1)lplnCl

l∑
k=1

klCk(−1)k (6)
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By Lemma4.1, for any l ≥ 2,
l∑

k=1

klCk(−1)k = 0. So E(B(n, p)) = np.

proof2 of (ii). By the proof2 of (ii),

EB(n,p)(x
2) =

n∑
l=1

(−1)lplnCl

l∑
k=1

k2
lCk(−1)k (7)

By Lemma4.1, for any l ≥ 3,
l∑

k=1

k2
lCk(−1)k = 0.

So EB(n,p)(x
2) =

2∑
l=1

(−1)lplnCl

l∑
k=1

k2
lCk(−1)k = np(1 − p) + n2p2. By (i), V (B(n, p)) = EB(n,p)(x

2) −

E(B(n, p))2 = np(1− p).

5 Geometric distribution

Definition 5.1 (Geometric distribution). Let p ∈ (0, 1).

P (k) := (1− p)k−1p (k = 1, 2, ...) (8)

We call P is Geometric distribution with p

Clearly P is a probability measure on {1, 2, ..., n, ...}.

Proposition 5.1. Let P is Geometric distribution with p. Then

GP (z) =
pz

1− (1− p)z
(9)

Proof.

GP (z) =
∑
k=1

(1− p)k−1pzk

= pz
∑
k=1

(1− p)k−1pzk−1

= pz
1

1− (1− p)z
(10)

Proposition 5.2. Let P is Geometric distribution with p. Then

E(P ) =
1

p
(11)

and

V (P ) =
1− p

p2
(12)
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proof1 of (11).

G′
P (z) =

p(1− (1− p)z) + pz(1− p)

(1− (1− p)z)2

So

E(P ) = G′
P (1) =

p(1− (1− p)1) + p1(1− p)

(1− (1− p)1)2

=
p2 + p− p2)

p2
=

1

p
(13)

proof2 of (11).

1

1− x
=

∞∑
k=0

xk (14)

By calculating the derivative,
1

(1− x)2
=

∞∑
k=1

kxk−1 (15)

So

E(P ) = p
∞∑
k=1

k(1− (1− p))k−1 = p
1

(1− (1− p))2
=

1

p
(16)

proof of (12). By calculating the derivative of (17),

2

(1− x)3
=

∞∑
k=2

k(k − 1)xk−2 (17)

So

EP (x(x− 1)) = p
∞∑
k=2

k(k − 1)(1− p)k−1

= p(1− p)
∞∑
k=2

k(k − 1)(1− p)k−2

= p(1− p)
2

(p3
=

2(1− p)

p2
(18)

V (P ) = EP (x(x− 1)) + EP (x)− EP (x)
2 =

2(1− p)

p2
+

p

p2
− 1

p2
=

1− p

p2
(19)
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6 Negative binomial distribution

Definition 6.1 (Negative binomial distribution). We call a probability distribution P on {1, 2, ...} the
Negative binomial distribution if for some p ∈ [0, 1] P ({k}) = pr+k−2Cr−1(1−p)k−1pr−1. We denote this
distribution by NB(r, p).

Proposition 6.1.

GNB(r,p)(z) =
prz

(1− (1− p)z)r
(20)

Proof. Because
1

1− z
=

∞∑
i=0

zi (21)

the following holds by r − 1 times derivative.

(r − 1)!

(1− z)r
=

∞∑
i=r−1

i(i− 1)...(i− r + 2)zi (22)

Proposition 6.2. Let X1, ..., Xr are independent random variables and for any i PXi
is the geometric

distribution. Then the distribution of
r∑

i=1

Xi − (r − 1) is N(r, p).
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