A study memo on popular probability distributions
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1 General topics on random variables

By the definition of independence, the following clearly holds.
Proposition 1.1. Let

(S1) (8;,7, P;) (i=1,2,...,N) is a sequence of probability spaces.

(52) (Q, F, P) is the probability spaces which is direct product of (§;,%, P;) (i =1,2,...,N)
(S3) X; is a random variable on S; (i =1,2,...,N).

(S3) We setY; := X;om (1=1,2,...,N).

then Y1, ..., YN s a sequence of independent random variables.
The following clearly holds.

Proposition 1.2. Let P is probability measure on (Q := NU{0},2%). Then idg is random variable on
Q and idq ~ P.

By Fubini’s theorem(see [5]), the following two propositions clearly holds.
Proposition 1.3 (Marginal distribution). Let

(S1) (4, F;, B;) is a probability spaces (i = 1,2).
(A1) P1 X Py has a density function fp, p,.

Then for almost everywhere x € R, fp, p,(x,-) is measurable and

fr(x /fP1 P, (7,y)dPs(y)

/R fr (2)dPy () =

Proposition 1.4 (Conditional probability density function). Let

exists and fp, is measurable and

(S1) (i, F;, ;) is a probability spaces (i = 1,2).
(A1) P1 X Py has a density function fxy.
(52) x € R such that fxy(x,-) is measurable and fx(x) > 0.

(S3) Set
L fPl,Pg(x7y)
fP2\P1(z)(y) T fP1 (l’) ( € R)

We call fp,p, () the conditional probability density function of Py given the occurrence
of the value x of P;.

Then

/fP2P1 y)dP(y) =1

The following definitions are based on [6].

Definition 1.1 (Probability model, True distribution, Prior probability). Let
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(A1) Q is a probability borel measure on RY and Q has the density function q. We call q a
true distribution.

(S1) W is a Borel set of R%.

(A2) ® is a probability borel measure on W ® has the density function ¢. We call ¢ a prior
probability.

(A3) Q x ® has the densition function p.
(S2) set p(-1]-2) by for w € W such that pg(w) > 0

plrlw) = p(z|®(w)) (z € R)

We call p(-1]-2) the a probability model. Or, we denote p(-1|-2) by p(x|w).

2 Probability generating function

Definition 2.1 (Probability generating function). Let
(S1) (Q=NUO0,2% P) is a probability space.

then we set

Proposition 2.1. The followings hold.

(1) Radius of convergence of Gp(z) is not less than 1.
(ZZ) [pr = Gp/ then P = P,.

(iii) IfY is a random variable on any probability space such that Y ~ P then Gp(z) = E(z")
for any z € D(0,1) .

(113) If Y1,Ys is a random variable on any probability space such that Y1,Ys are independent
then GPY1+Y2 = prl GPy2 .

proof of (i). Because 0 < P <1, (i) holds. ]
proof of (i1). By (i) and definition of Gp and G'p, (ii) holds.
proof of (ii1). Let us fix any z € D(0,1). For any N € N,

2/ YdQ " /Y>N} ZYdQ
;P(i)zi + / 2YdQ (2)

{Y>N}
So
N
[B(Y) =) Pi)2| <| 2dQ| < Q({Y > N}) (3)
P Y>N
Consequently (iii) holds. O
proof of (iv). It is enough to show (iv) by (iii). O



3 Bernoulli distribution

Definition 3.1 (Bernoulli distribution). We call a probability distribution P on {0,1} the Bernoulli
distribution if for some p € [0,1] P({1}) = p and P({0}) =1 —p.

Proposition 3.1 (Expectation and Variance of Bernoulli distribution). Let us assumel a probability
distribution P on {0,1} is the Bernoulli distribution with P({1}) = p.

(i) E(P)=p

(i) V(P) = p(1—-p),
(i). Tt is trivial. O
i). V(P) = z2dP — E(P)? = zdP —p*=p—p*>=p(l— O
(i). V(P) /{} (P) /{} P =p—p=p(l-p)

4 Binomial distribution

Definition 4.1 (Binomial distribution). For some p € [0,1] and n € N we call a probability distribution
B(n,p) on {0,1,...,n} the Binomial distribution if B(n,p)({i}) = .Cip'(1 —p)ln —1i) (i =0,1,...,n).

Clearly the following holds.
Proposition 4.1. Let
(S1) (Q,.F, P) is a probability space.

(S2) {X;}i, be independent random variables.
(A1) The distribution of X; is the Bernoulli distribution B with B({1}) = p (Vi).

then the distribution of X7 X; is B(n,p).

By Proposition Propositionl.2 and Propositionl.1, Random variables like the one above exist.

E(B(2,p)) = 1-3C1p(1 —p) +2-2Cop” = 2p+0-p* = 2p. Epy(r?) = 2p+2°p* —2p*. E(B(3,p)) =
1-3C1p(1 —p)* +2-3Cp* (1 —p)+3p> =3p+0-p° +0-p° = 3p. Epy(a?) =3p+3°p° —3p°+00p°.
We can extend these fact to the following lemma and the following proposition.

Lemma 4.1.

(i) St kCr(—=1)% =0 (VI > 2).
(ii) SL_ k% Ce(—=1)* =0 (VI > 3).
(i). L(z) = (1 —2)' = L ,1Cu(=1)F(=1)kak.
L'(z) =1(1—2)"7' =% kCp(=1)*(=1)k 2",
So, if [ > 2, then
0 = L'(1)
= S kiCh(=1)(=1)* (4)



(ii). L(z) = (1 —z)' = %! _,C(=1)F(=1)%z".
L'(x) =1(1 —2)" ' =Xk k(k —1),0,(=1)F(=1)ka*2.
So, if [ > 3, then

0 = L'(1)
= S k(k — 1)Ce(—1)"(=1)"
= B RCH(—1)F(—1)F — SL_ kO~ 1)k (— 1) (5)
By (i), =L, kiCp(—1)*(=1)* = 0. So EL_ k% Cy(—1)F(—1)F = 0. o

Proposition 4.2 (Expectation and Variance of Binomial distribution).

(i) E(B(n,p)) =np

(i) V(B(n,p)) = np(1 — p)
proofl of (i). Letustake {X;}gi =1,2.,,,,n}in Propositiond.1. E(B(n,p)) = E(X_,X;) = 3L, E(X;) =}
np O
proofl of (ii). Let us take {X;}{i = 1,2.,,,,n} in Propositiond.1. V(B(n,p)) = X, V(X;) = np(1 —
p) B

proof?2 of (i).

E(B(n,p)) = > knCip*(1—p)"*

l n—k
= > knCip" Y 0k Ci(—1)'p
k=1 =0

k 1,1
1=1 k=1,2...,l, i=0,1,....n—k, k+i=l
n

= >0 > knCon-rCi(—1)'

I=1 k=12..1, i=0,1,..n—k, k+i=l

n !
= Zpl Z knck . n—kol—k(—l)l_k
k=1

PR
— Z(—l)lpl Z kn,Cl n—kCl—k(_l)k
=1 k=1
n l nPl
= ;(—1)% ;k—k!(l — k)!(—l)’“
L, G-l "
= ;(_1” ;kkl(zl—k)!(_”
n L. I N
= ;(—1)pnCl;km(_l)
= > (=D k(-1 (6)
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!
By Lemmad4.1, for any [ > 2, Z kCr(—1)* = 0. So E(B(n,p)) = np.
k=1

proof2 of (ii). By the proof2 of (ii),
n l
EB(mp)(xQ) = Z(_l)lplnolzk2lck(_
=1 k=1

l
By Lemmad4.1, for any [ > 3, Z k0 (—1)F = 0.

k=1
2
S0 Epmp(2®) = Y (=1)'P'aC > K 1C(=1)F = np(1 — p) +n*p*. By (i), V(B(n,p)) =
1 k=1

E(B(n, p))* np(T p).

5 Geometric distribution

Definition 5.1 (Geometric distribution). Let p € (0,1).

P(k):==(1-p)'p (k=12..)
We call P is Geometric distribution with p
Clearly P is a probability measure on {1,2,...,n,...}.

Proposition 5.1. Let P is Geometric distribution with p. Then
pz
G =
P(2) 1—(1-p)z
Proof.
Gp(z) = Y (1—p)*'pz*

k=1

= pzy (1-p)'p!

k=1
1

- pzl—(l—p)z

Proposition 5.2. Let P is Geometric distribution with p. Then

and

(10)

(11)

(12)



proofl of (11).

, p(1 = (1 —p)z) +pz(1 —p)
B e R
So
vy p(=(1=p)1)+pl(1—p)
E(P) = Gp(1)= A= (- p1?
_ rtp-pf) 1
p? p

proof2 of (11).

By calculating the derivative,

So

proof of (12). By calculating the derivative of (17),

i _293)3 = k(k— 1)z
k=2

So
Ep(z(x—1)) = p> k(k—1)(1—p)*"

= p(1—p)> k(k—1)(1—p)*
i_ 2(1-p)

(p? p?

= p(1—-p)

V<P) = Ep(x(x - 1)) + EP(SC) — EP(SL’)2 =

(14)

(15)

(16)

(17)

(18)

(19)



6 Negative binomial distribution

Definition 6.1 (Negative binomial distribution). We call a probability distribution P on {1,2,...} the
Negative binomial distribution if for some p € [0,1] P({k}) = pris_2Cr_1(1 —p)*1p""t. We denote this
distribution by N B(r,p).

Proposition 6.1.

Proof. Because

(r=! _ Z i — 1)l — 7 +2)2 (22)

[
Proposition 6.2. Let X, ..., X, are independent random variables and for any ¢ Px, is the geometric

distribution. Then the distribution of Z X;—(r—1) is N(r,p).

i=1
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